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Abstract—Affective brain-computer interface (aBCI) 

introduces personal affective factors to human-computer 
interaction. The state-of-the-art aBCI tailors its classifier to each 
individual user to achieve accurate emotion classification. A 
subject-independent classifier that is trained on pooled data from 
multiple subjects generally leads to inferior accuracy, due to the 
fact that encephalogram (EEG) patterns vary from subject to 
subject. Transfer learning or domain adaptation techniques have 
been leveraged to tackle this problem. Existing studies have 
reported successful applications of domain adaptation techniques 
on SEED dataset. However, little is known about the effectiveness 
of the domain adaptation techniques on other affective datasets or 
in a cross-dataset application. In this paper, we focus on a 
comparative study on several state-of-the-art domain adaptation 
techniques on two datasets: DEAP and SEED. We demonstrate 
that domain adaptation techniques can improve the classification 
accuracy on both datasets, but not so effective on DEAP as on 
SEED. Then, we explore the efficacy of domain adaptation in a 
cross-dataset setting when the data are collected under different 
environments using different devices and experimental protocols. 
Here, we propose to apply domain adaptation to reduce the inter-
subject variance as well as technical discrepancies between 
datasets, and then train a subject-independent classifier on one 
dataset and test on the other. Experiment results show that using 
domain adaptation technique in a transductive adaptation setting 
can improve the accuracy significantly by 7.25% – 13.40% 
compared to the baseline accuracy where no domain adaptation 
technique is used. 

Index Terms—Electroencephalogram (EEG), affective brain-
computer interface (aBCI), domain adaptation, transfer learning, 
emotion recognition, cross dataset. 

I. INTRODUCTION 
N recent years, increasing endeavors have been attributed to 
affective state recognition in the research community of 

brain-computer interfaces (BCI). An ideal affect-enabled BCI 
can detect the affective state felt by the user without explicit 
user input but via spontaneous encephalography (EEG) signals, 
and respond to different affective states accordingly. Such a 
BCI could potentially enrich the user experience during the 
interaction session. Towards that end, various methods have 
been proposed to identify different affective patterns from 
brainwaves. The state-of-the-art affective BCIs (aBCI) adopt 
machine learning techniques and rely on discriminative features 
[1-2]. A typical aBCI paradigm operates as follows. In a 
training/calibration session, affective stimuli targeting specific 
emotions are presented to the user to induce the desired 
emotions while recording the EEG signals. A classifier is then 
trained using the chosen features extracted out of the recorded 
EEG data and the emotion labels. In a live BCI session that 
immediately follows the training session, the ongoing EEG data 
are fed to the feature extractor then to the already-trained 
classifier for real-time emotion classification. Satisfactory 
classification performance has been reported by many 
researchers under this paradigm [1]. However, despite 
encouraging experimental results, the use of an aBCI is still 
hindered by some factors. Affective EEG patterns vary between 
different subjects, making it necessary for the subject-of-
interest to train a subject-specific classifier. EEG signals are 
volatile even within the same subject, and a classifier trained at 
an early time could perform rather poorly at a later time on the 
same subject. Therefore, frequent recalibrations are needed in 
order to maintain satisfactory classification accuracy. 

In the related field such as motor-imagery BCI, an early 
attempt to tackle the volatility of the EEG signals was to train 
the subject to modulate the EEG signals in a way that complies 
with the classification rule [3-6]. For example, Wolpaw et. al. 
[3] proposed to train the subject to manipulate the mu rhythm 
power and a movement direction was classified by thresholding 
the mu power amplitude. The thresholding rule was fixed for 
the subject, and the subject needed to generate control signals 
in compliance with the classification rule. They reported high 
classification accuracy, at the expense of prolonged training 
time—several weeks. Other attempts involve those adopting 
transfer learning in a BCI setting [7-10, 13-16]. Transfer 
learning is a machine learning technique that aims to extract 
common knowledge from one or more source tasks and apply 
the knowledge to a related target task [11]. Speaking in a BCI 
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context, we can either attempt to find some common feature 
representations that are invariant across different subjects, or 
we can try to uncover how the classification rules differ 
between different subjects. The two methods are denoted as 
domain adaptation and rule adaptation [12], respectively. 
Domain adaptation approach has almost exclusively dominated 
the current BCI-related literature [12]. Krauledat et. al. [7] 
proposed to find prototypical filters of Common Spatial Pattern 
(CSP) from multiple recording sessions and apply the filters to 
follow-up session without recalibrating the classifier. Fazli et. 
al. [8] proposed to construct an ensemble of classifiers derived 
from subject-specific temporal and spatial filters from 45 
subjects, and chose a sparse subset of the ensemble that is 
predictive for a BCI-naïve user. Kang et. al. [9] developed 
composite CSP that is a weighted sum of covariance matrices 
of multiple subjects to exploit the common knowledge shared 
between the subjects. Lotte et. al. [10] proposed a unifying 
framework to design regularized CSP that enables subject-to-
subject transfer. In aBCI studies, [13-16] explore various 
domain adaptation methods based on the SEED dataset. In these 
studies, domain adaptation amounts to finding a domain-
invariant space where the inter-subject/inter-session 
discrepancies of the EEG data are reduced and discriminative 
features across subjects/sessions are preserved. 

Though inter-subject or inter-session transfer and adaptation 
have been extensively studied in the current literature, the said 
transfer and adaptation have been restricted within the SEED 
dataset. That is, the source and target EEG data are from the 
same dataset in these studies. One question that has not been 
addressed in the current studies is the efficacy of knowledge 
transfer and adaptation across different EEG datasets. One 
could expect that a cross-dataset adaptation sets a more 
challenging task. Different EEG datasets can be collected using 
different EEG devices, different experiment protocols, different 
stimuli etc. These technical differences could add to the 
discrepancies that are already existing between different 
subjects/sessions. However, we believe that an ideal, robust 
BCI should function independently of the device of choice, 
stimuli used, subjects and experiment context etc. This also 
makes great practical sense as it relaxes the constraints in a 
conventional BCI context. Therefore, in this study, we set out 
to investigate the effectiveness of domain adaptation techniques 
in a cross-dataset setting, which stands in contrast to existing 
studies. 

Specifically, in this paper, we first investigate the 
performance of subject-independent emotion recognition with 
and without domain adaptation techniques in a within-dataset 
leave-one-subject-out cross-validation setting. We hypothesize 
that each subject constitutes a domain himself/herself, and that 
EEG data distribute differently across different domains. We 
apply several state-of-the-art domain adaptation techniques and 
compare their performance on DEAP and on SEED datasets. 
We then propose a cross-dataset emotion recognition scheme to 
testify the effectiveness of different domain adaptation 
methods. Under the cross-dataset emotion recognition scheme, 
the training (source) data are from one dataset and the test 
(target) data are from the other. Besides the inter-subject 

variance that is known to exist between different subjects, under 
a cross-dataset scheme, there also exist technical discrepancies 
underlying two datasets, hence a more challenging task. 

The paper is organized as follows. Section II reviews the two 
datasets we use in this paper. Section III documents data 
processing methods, including data preparation, feature 
extraction, and domain adaptation methods. Section IV explains 
the experiment in detail. Section V analyzes and discusses the 
experiment results. The paper is concluded in Section VI. 

II. DATASETS 
There are a few established EEG datasets for affective states 

investigation. In this paper, we use two of the publicly available 
datasets, DEAP [19] and SEED [20]. Domain adaptation on 
SEED has been extensively studied [13-16]. However, little is 
known about the effectiveness of domain adaptation on DEAP. 
Moreover, we are also interested in the efficacy of an aBCI in a 
cross-dataset evaluation setting, especially when two datasets 
are heterogeneous in many technical aspects. The purpose of 
cross-dataset evaluation is to attest whether it is possible to 
maintain satisfactory recognition accuracy when the training 
data and test data are from different subjects, recorded with 
different EEG devices, and have the affective states induced by 
different stimuli, and whether domain adaptation technique can 
potentially enhance the performance in a cross-dataset 
evaluation setting. 

The DEAP dataset [19] consists of 32 subjects. Each subject 
was exposed to 40 one-minute long music video as affective 
stimuli while having the physiological signals recorded. The 
resultant dataset comprises 32-channel1 EEG signals, 4-channel 
Electrooculography (EOG), 4-channel Electromyography 
(EMG), respiration, plethysmograph, Galvanic Skin Response 
(GSR) and body temperature. There are 40 EEG trials recorded 
per subject, each trial corresponding to one emotion elicited by 
one music video. Immediately after watching each video, the 
subject was required to rate their truly-felt emotion assessed 
from five dimensions: valence (associated with pleasantness 
level), arousal (associated with excitation level), dominance 
(associated with control power), liking (associated with 
preference) and familiarity (associated with the knowledge of 
the stimulus). The rating ranges from one (weakest) to nine 
(strongest), except familiarity which rates from one to five. The 
EEG signals were recorded by Biosemi ActiveTwo devices at a 
sampling rate of 512 Hz and downsampled to 128 Hz. 

The SEED dataset [20] contains 15 subjects. Movie excerpts 
were chosen to elicit three emotions: positive, neutral and 
negative emotions, with five movie excerpts assigned to each 
emotion. All subject underwent three EEG recording sessions, 
with an interval of two weeks between two successive recording 
sessions. Within each session, each subject was exposed to 
fifteen four-minute long movie excerpts to induce the desired 
emotions. The same fifteen movie excerpts were used in all 
three recording sessions. The resultant dataset contains 15 EEG 

1 The 32 EEG channels include AF3, AF4, C3, C4, CP1, CP2, CP5, CP6, Cz, 
F3, F4, F7, F8, FC1, FC2, FC5, FC6, Fp1, Fp2, Fz, O1, O2, Oz, P3, P4, P7, 
P8, PO3, PO4, Pz, T7 and T8. 
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trials recorded per subject per session, each emotion having 5 
trials. The EEG signals were recorded by a 62-channel2 ESI 
NeuroScan device, at a sampling rate of 1000 Hz and 
downsampled to 200 Hz. 

Table I summarizes the technical specifications of the two 
datasets. 

III. METHODS 

A. Data Preparation 
As shown in Table I, the two datasets are quite different in 

every technical aspect. Given that emotions are rated on five 
numeric scales in DEAP, we discretize and partition the 
dimensional emotion space in accordance with SEED as 
follows: emotions are considered positive if valence rating is 
greater than 7; neutral if valence rating is smaller than 7 and 
greater than 3; negative if valence rating is smaller than 3. We 
then look in DEAP for the trials that have the most participants 
who reported to have successfully induced positive, neutral and 
negative emotion, respectively. These trials are: trial #18 for 
positive emotion, #16 for neutral emotion, and #38 for negative 
emotion, having 27, 28 and 19 subjects reported that the desired 
emotion has been induced, respectively. Subjects that 
commonly reported successful emotion induction with these 
three trials (#18, #16 and #38) are subjects 2, 5, 10, 11, 12, 13, 
14, 15, 19, 22, 24, 26, 28 and 31. Therefore, for DEAP, only the 
selected trials from these fourteen subjects are used. Each trial 
lasts for 63 seconds. Since the first 3 seconds are baseline 
recording without emotion elicitation, we only use the segment 
from the 4th second to the end. Thus, a valid trial lasts for 60 
seconds. For SEED, the trial length varies from 185 seconds to 
265 seconds, depending on the length of the affective stimulus 
used to elicit the desired emotion. We truncate all trials to 185-
second-long so as to balance the data of different classes. 

B. Feature Extraction 
In this study, we adopt differential entropy (DE) as features 

for emotion recognition. DE features have been extensively 
used in the current literature [13-16] studying the application of 
transfer learning techniques in EEG-based emotion recognition. 
Before feature extraction, each EEG trial is divided into 
multiple 1-second-long segments. Let 𝑇 denote one EEG 
segment, 𝑇 ∈ ℝ௦×௪, where 𝑠 is the number of channels, 𝑠 = 32 
for DEAP or 𝑠 = 62 for SEED, and 𝑤 is the number of 
sampling points per channel per segment, 𝑤 = 128 for DEAP 
or 𝑤 = 200 for SEED. Each valid trial in DEAP lasts for 60 
seconds, and thus yields 60 segments per trial. Similarly, each 
valid trial in SEED yields 185 segments. The DE feature is 
extracted out of each EEG segment. 
1) Differential Entropy 

Let 𝒕 ∈ ℝ௪ denote the time series of EEG signal from one 
channel, the DE of 𝒕 is calculated by [18] 

DE = − න ଵ√ଶగఙమ exp ቀ(௧ିఓ)మଶఙమ ቁ log ଵ√ଶగఙమ exp ቀ(௧ିఓ)మଶఙమ ቁ 𝑑𝑡ஶ
ିஶ   = ଵଶ log 2𝜋𝑒𝜎ଶ, 

where the random variable 𝑡 follows the Gaussian distribution 𝑁(𝜇, 𝜎ଶ), and 𝒕 is the time-series observation of 𝑡. The EEG 
signal, of course, does not follow the Gaussian distribution. It 
has proven [18] that after 𝒕 has been band-pass filtered, the 
time-series of the sub-band signals approximately follow the 
Gaussian distribution. According to [13-16, 18], five sub-bands 
are defined: delta (1 – 3 Hz), theta (4 – 7 Hz), alpha (8 – 13 Hz), 
beta (14 – 30 Hz) and gamma (31 – 50 Hz). As such, five DE 
features can be extracted from 𝒕. The final feature vector is a 
concatenation of features from all channels. For DEAP, the 
final feature vector is of 5 × 32 = 160 dimensions, and each 
trial yields 60 samples. For SEED, the final feature vector is of 5 × 62 = 310 dimensions, and each trial yields 185 samples. 

C. Domain Adaptation Methods 
In the following, we assume that we have a set of labeled data 𝑋௦ ∈ ℝ௠×௡ೞ and a set of unlabeled data 𝑋௧ ∈ ℝ௠×௡೟, where 𝑚 is 

the dimension of the feature, 𝑛௦ and 𝑛௧ are the number of 
samples in the respective set. Let 𝑌௦ be the labels associated with 𝑋௦, we refer to 𝒟௦ = {(𝑋௦, 𝑌௦)} as the source domain, and 𝒟௧ ={𝑋௧} the target domain. In many use cases, 𝑋௦ and 𝑋௧ are 
differently distributed. That said, domain discrepancies exist 
between the source and the target domain. Usually, a classifier 
trained in 𝒟௦ can perform rather poorly when directly applied to 𝒟௧. The task of domain adaptation is to find a latent, domain-
invariant subspace to project 𝑋 = [𝑋௦ 𝑋௧] ∈ ℝ௠×௡ to be 𝑋ᇱ =[𝑋௦ᇱ 𝑋௧ᇱ] ∈ ℝ௛×௡, where ℎ is the desired dimension of the latent 
subspace, and 𝑛 = 𝑛௦ + 𝑛௧. In the domain invariant subspace, 
the discrepancies between 𝑋௦ᇱ and 𝑋௧ᇱ have been reduced. 
Subsequently, we can train a classifier in 𝒟௦ᇱ = {(𝑋௦ᇱ, 𝑌௦)} and 
apply it to 𝒟௧ᇱ = {𝑋௧ᇱ}. This is a typical unsupervised transductive 
transfer learning setting [11]. 

TABLE I TECHNICAL COMPARISONS BETWEEN DEAP AND SEED. 

Item DEAP [19] SEED [20] 

EEG device Biosemi ActiveTwo ESI NeuroScan
# of channels 32 for EEG, 8 for 

peripheral 
physiological signals 

62 for EEG 

Sampling rate Originally 512 Hz, 
down-sampled to 128 
Hz

Originally 1000 Hz, 
down-sampled to 200 
Hz 

# of subjects 32 15 
Affective stimuli Music videos Chinese movie excerpts
Emotions Valence, liking, 

arousal, dominance on 
a 1 (weakest) to 9 
(strongest) scale. 
Familiarity on 1 to 5 
scale.

Positive, neutral, 
negative 

# of recording 
sessions per 
subject

1 3 

# of trials per 
session

40 15 

Trial length 63 seconds Approx. 4 minutes

2 The 62 EEG channels include AF3, AF4, C1, C2, C3, C4, C5, C6, CB1, 
CB2, CP1, CP2, CP3, CP4, CP5, CP6, CPZ, CZ, F1, F2, F3, F4, F5, F6, F7, 
F8, FC1, FC2, FC3, FC4, FC5, FC6, FCZ, FP1, FP2, FPZ, FT7, FT8, FZ, 
O1, O2, OZ, P1, P2, P3, P4, P5, P6, P7, P8, PO3, PO4, PO5, PO6, PO7, PO8, 
POZ, PZ, T7, T8, TP7 and TP8. 
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1) Maximum Independence Domain Adaptation 
Maximum Independence Domain Adaptation (MIDA) [17] 

seeks to maximize the independence between the projected 
samples and their respective domain features measured by the 
Hilbert-Schmidt Independence Criterion (HSIC) [24]. Domain 
feature captures the background information of a specific 
sample, for example, which domain the sample belongs to. The 
domain feature 𝒅 ∈ ℝ௠೏ of a specific sample 𝒙 ∈ ℝ௠ is defined 
using one-hot encoding scheme as 𝑑௜ = 1 if the sample is from 
subject 𝑖, and 0 otherwise, where 𝑚ௗ is the number of subjects 
considered, 𝑑௜ the 𝑖th element of 𝒅. In a cross-dataset scheme, 𝑑௜ = 1 if subject 𝑖 is from DEAP, or 𝑑௜ାଵସ = 1 if subject 𝑖 is 
from SEED, and 0 otherwise. The first fourteen bits of 𝒅 are 
attributed to subjects from DEAP dataset, and the remaining 
fifteen bits attributed to subjects from SEED dataset. The 
feature vector is augmented with its domain feature by 
concatenation 𝒙ෝ = [𝒙ୃ 𝒅ୃ]ୃ ∈ ℝ௠ା௠೏. By augmenting the 
feature vector with domain feature, we need not distinguish 
which domain a specific sample is from, and such information 
is encoded in the augmented feature vector. 

Let 𝑋෠ = ቂ𝑋𝐷ቃ ∈ ℝ(௠ା௠೏)×௡ be the matrix of the augmented 
feature where source data and target data are pooled together, 
we project 𝑋෠ to the desired subspace by applying a mapping 𝜙 
followed by a linear transformation matrix 𝑊෩  to 𝑋෠, denoted by 𝑋ᇱ = 𝑊෩ ୃ𝜙൫𝑋෠൯. Like other kernel dimensionality reduction 
methods [26-27], the key idea is to construct 𝑊෩  as a linear 
combination of all samples in 𝜙൫𝑋෠൯, namely 𝑊෩ = 𝜙൫𝑋෠൯𝑊. 
Hence, 𝑋ᇱ = 𝑊ୃ𝜙൫𝑋෠൯ୃ𝜙൫𝑋෠൯. Using the kernel trick, we need not 
compute 𝜙൫𝑋෠൯ୃ𝜙൫𝑋෠൯ explicitly in the 𝜙 space, but in the original 
feature space via a proper kernel function ker(∙). Let 𝐾௑෠ =𝜙൫𝑋෠൯ୃ𝜙൫𝑋෠൯ ∈ ℝ௡×௡ denote the kernel matrix of 𝑋෠, 𝐾௑෠ = ൣ𝑘௜௝൧, 
where 𝑘௜௝ is computed by 𝑘௜௝ = ker൫𝑋෠:௜, 𝑋෠:௝൯, where 𝑋෠:௜ is the 𝑖th 
column of 𝑋෠, and ker(𝒖, 𝒗) is a proper kernel function that can 
take the form of linear function (ker (𝒖, 𝒗) = 𝒖ୃ𝒗), polynomial 
function (ker (𝒖, 𝒗) = (𝒖ୃ𝒗 + 𝑐)ௗ), or radial basis function 
(RBF, ker (𝒖, 𝒗) = exp (− ‖𝒖ି𝒗‖ଶఙమ )) etc. 𝑊 ∈ ℝ௡×௛ is the actual projection matrix we wish to find, and 
such matrix should bear the desired property so that after 
projection, 𝑋ᇱ is independent of domain feature 𝐷. Intuitively, 
when 𝑋ᇱ is independent of domain features 𝐷, we cannot 
distinguish from which domain a specific sample 𝑋:௜ᇱ  comes, 
suggesting that the difference of distribution among different 
domains is reduced in 𝑋ᇱ. The HSIC [24] is used as a convenient 
method to quantify the level of independence. HSIC(𝑋ᇱ, 𝐷) = 0 
if and only if 𝑋ᇱ and 𝐷 are independent [28]. The larger the 
HSIC value is, the stronger dependence. HSIC has a convenient 
but biased empirical estimate given by (𝑛 − 1)ିଶtr(𝐾௑ᇲ𝐻𝐾஽𝐻) 
[24], where 𝐾஽ = 𝐷ୃ𝐷 ∈ ℝ௡×௡ and 𝐾௑ᇲ = (𝑊ୃ𝐾௑෠)ୃ(𝑊ୃ𝐾௑෠) ∈ℝ௡×௡ are the kernel matrices of 𝑋′ and 𝐷, respectively, 𝐻 = 𝐼 −𝑛ିଵ𝟏௡𝟏௡ୃ ∈ ℝ௡×௡ is the centering matrix, and 𝟏௡ is an all-one 
vector of dimension 𝑛. 

Besides maximizing the independence between the projected 
samples and the domain features, it is also important to preserve 
the statistical property of the data in the latent space, such as the 
variance [25]. This can be done by maximizing the trace of the 

covariance matrix cov(𝑋ᇱ) = ଵ௡ (𝑋ᇱ − 𝑋ᇱതതത)(𝑋ᇱ − 𝑋ᇱതതത)ୃ of the 
projected samples, where 𝑋ᇱതതത denotes the mean of 𝑋ᇱ. 
Assembling the HSIC (dropping the scalar) and the covariance 
objectives, and further adding an orthogonal constraint on 𝑊, 
the final objective function to be maximized is maxௐ −tr(𝑊ୃ𝐾௑෠𝐻𝐾஽𝐻𝐾௑෠𝑊) + 𝜇tr(𝑊ୃ𝐾௑෠𝐻𝐾௑෠𝑊), s. t.   𝑊ୃ𝑊 = 𝐼, (1) 

where 𝜇 > 0 is a trade-off parameter between optimizing the 
HSIC and the covariance. The solution of 𝑊 is given by the ℎ 
eigenvectors of 𝐾௑෠ (−𝐻𝐾஽𝐻 + 𝜇𝐻)𝐾௑෠  corresponding to the ℎ 
largest eigenvalues. 
2) Transfer Component Analysis 

Transfer Component Analysis (TCA) [29] attempts to 
mitigate the distribution mismatch by minimizing the 
Maximum Mean Discrepancy (MMD) in a reproducing kernel 
Hilbert space (RKHS) [34], which measures the distance 
between the empirical means of the source domain and the 
target domain. Intuitively, when the distance between the 
means of both domains is small, the data tend to distribute 
similarly in both domains. It has proven that when the RKHS is 
universal, MMD will asymptotically approach zero if and only 
if the two distributions are identical [35]. Using the kernel trick, 
the distance measured in terms of MMD between the means of 
the projected source data 𝑋௦ᇱ and target data 𝑋௧ᇱ  in the latent 
subspace evaluates to  Dist(𝑋௦ᇱ, 𝑋௧ᇱ) = tr൫(𝐾𝑊𝑊ୃ𝐾)𝐿൯ = tr(𝑊ୃ𝐾𝐿𝐾𝑊), (2) 

where 𝑊 ∈ ℝ௡×௛ is the projection matrix, 𝐾 = [𝑘௜௝] ∈ ℝ௡×௡ the 
kernel matrix defined on 𝑋, and 𝐿 = [𝐿௜௝] where 𝐿௜௝ = 1/𝑛௦ଶ  if 𝑋:௜, 𝑋:௝ ∈ 𝑋௦, else 𝐿௜௝ = 1/𝑛௧ଶ if 𝑋:௜, 𝑋:௝ ∈ 𝑋௧, otherwise 𝐿௜௝ =−(1/𝑛௦𝑛௧). 

The cost function comprises the distance and a regularization 
term we wish to minimize, and is subjected to a variance 
constraint [29]: minௐ tr(𝑊ୃ𝐾𝐿𝐾𝑊) + 𝜇tr(𝑊ୃ𝑊), s. t.  𝑊ୃ𝐾𝐻𝐾𝑊 = 𝐼. (3) 

where 𝐻 ∈ ℝ௡×௡ is the same centering matrix as in MIDA, and 𝜇 the trade-off parameter. Solving (3) for 𝑊 analytically yields 
the ℎ eigenvectors of (𝐾𝐿𝐾 + 𝜇𝐼)ିଵ𝐾𝐻𝐾 corresponding to the ℎ 
leading eigenvalues. 
3) Subspace Alignment 

Subspace alignment (SA) [30] attempts to align the principal 
component analysis (PCA)-induced bases of the subspace of the 
source and the target domains. We generate the bases of the ℎ-
dimensional subspaces of the source domain and the target 
domain by applying PCA to 𝑋௦ and 𝑋௧ and taking the ℎ 
eigenvectors corresponding to the ℎ leading eigenvalues. Let 𝑍௦ 
and 𝑍௧ denote the bases of the subspaces of the source and the 
target domain, respectively, 𝑍௦ ∈ ℝ௠×௛ = PCA(𝑋௦, ℎ), 𝑍௧ ∈ℝ௠×௛ = PCA(𝑋௧, ℎ). To align 𝑍௦ with 𝑍௧, a linear transformation 
matrix 𝑊 ∈ ℝ௛×௛ is applied to 𝑍௦. The desired 𝑊 is to minimize 
the Bregman matrix divergence: 𝑊 = min (ௐ ‖𝑍௦𝑊 − 𝑍௧‖ℱଶ ), (4) 
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where ‖∙‖ℱଶ  is the Frobenius norm. It follows that the closed-
form solution of 𝑊 is given by 𝑊 = 𝑍௦ୃ 𝑍௧ [30]. The source and 
target data can then be projected to the aligned subspaces, 
respectively, by 𝑋௦ᇱ = 𝑋௦𝑍௦𝑍௦ୃ 𝑍௧ and 𝑋௧ᇱ = 𝑋௧𝑍௧. 
4) Information Theoretical Learning 

Information theoretical learning (ITL) [31] hypothesizes 
discriminative clustering and consists in optimizing two 
information-theoretical quantities: (6) and (7). 

Let 𝑊 ∈ ℝ௛×௠ be the projection matrix to the domain-
invariant subspace. The squared distance between two points 𝒙௜ 
and 𝒙௝ in the subspaces is expressed as 𝑑௜௝ଶ = ฮ𝑊𝒙௜ − 𝑊𝒙௝ฮଶଶ =൫𝒙௜ − 𝒙௝൯ୃ𝑀(𝒙௜ − 𝒙௝), where 𝑀 = 𝑊ୃ𝑊 is the Mahalanobis 
distance metric in the original 𝑚-dimensional feature space. 
Given a point 𝒙௜ and a set of points {𝒙௝}, the conditional 
probability of having 𝒙௝ as the nearest neighbor of 𝒙௜ is 
parametrized by 𝑝௜௝ = 𝑒ିௗ೔ೕమ / ∑ 𝑒ିௗ೔ೕమ௝ஷ௜  . Thus, if the labels of {𝒙௝} are known (e.g., {𝒙௝} are from the source data), it follows 
that the posterior probability 𝑝̂(𝑦௜ = 𝑘|𝒙௜)  for labeling 𝒙௜ as 
class 𝑘 is 𝑝̂௜௞ = ∑ 𝑝௜௝𝛿௝௞௝ஷ௜ , (5) 

where 𝛿௝௞ is 1 if 𝒙௝ is labeled as class 𝑘, and 0 otherwise. Given 𝑐 classes, a 𝑐-dimensional probability vector can be formed: 𝒑ෝ௜ = [𝑝̂௜ଵ, 𝑝̂௜ଶ, … , 𝑝̂௜௖]ୃ. We wish to maximize the mutual 
information between the target data 𝑋௧ and their estimated 
labels 𝑌෠ parametrized by 𝒑ෝ: 𝐼௧൫𝑋௧; 𝑌෠൯ = 𝐻[𝒑ෝ଴] − ଵ௡೟ ∑ 𝐻[𝒑ෝ௜]௜ , (6) 

where 𝐻[𝒑] = − ∑ 𝑝௜ 𝑙𝑜𝑔 𝑝௜௜  denotes the entropy of the 
probability vector 𝒑, 𝒑ෝ଴ is the prior distribution given by 1/𝑛௧ ∑ 𝒑ෝ௜௜ . 

Since 𝒑ෝ௜ is estimated based on the principle of nearest 
neighbors, the validity of 𝒑ෝ௜ hinges on the assumption that the 
source data and target data are close to each other in the latent 
subspace. That said, given a sample 𝒙௜ and a binary probability 
vector 𝒒௜ denoting its domain label, if the assumption holds, we 
cannot determine 𝒒௜ given 𝒙௜ well above the chance level. To 
achieve this, we minimize the mutual information between 
domain label 𝑄 and data samples 𝑋, expressed as 𝐼௦௧(𝑋; 𝑄) = 𝐻[𝒒ෝ଴] − ଵ௡ ∑ 𝐻[𝒒ෝ௜]௜ , (7) 

where 𝒒ෝ௜ = [𝑞ො௜ଵ 𝑞ො௜ଶ]ୃ is estimated via 𝑞ො௜௞ = ∑ 𝑝௜௝𝛿௝௞௝ஷ௜  similar to 
(5), except that 𝛿௝௞ now indicates domain label. The prior 
probability 𝒒ෝ଴ is computed as ଵ௡ ∑ 𝒒ෝ௜௜ . 

Assembling the two information-theoretical quantities, we 
derive the cost function as minௐ −𝐼௧(𝑋௧; 𝑌෠) + 𝜆𝐼௦௧(𝑋; 𝑄), (8) 

where 𝜆 is a trade-off parameter. The cost function (8) is 
parametrized by 𝑊 and is a non-convex function. We resort to 
iterative gradient descend methods to optimize (8). 𝑊 can be 
heuristically initialized as being the PCA of the target domain 
[31]. 

5) Geodesic Flow Kernel 
The subspaces of the source and the target domains are 

represented by two points on a Grassmann manifold, where 
geometric, differential, and probabilistic structures can be 
defined [32]. Authors of Geodesic Flow Kernel (GFK) domain 
adaptation [32] proposed to construct a geodesic flow linking 
the subspaces of the source and the target domain via an infinite 
number of interpolating subspaces in-between on a Grassmann 
manifold. Then, they project the source and the target data into 
each of the infinitely many interpolating subspaces and 
concatenate the resultant, infinitely many feature vectors to 
form a super feature vector. To avoid explicitly manipulating 
on this infinite dimensional feature space, they leverage 
geodesic flow kernel representing the inner products between 
any two points in the infinite space, known as the kernel trick. 
Let 𝒙௜, 𝒙௝ be two points in the original 𝑚-dimensional feature 
space, the GFK between them is defined as GFK൫𝒙௜, 𝒙௝൯ = 𝒙௜ୃ 𝐺𝒙௝, (9) 

To derive 𝐺, we need some more math definitions. Let 𝑃௦, 𝑃௧ ∈ ℝ௠×௛ be the bases of the subspaces induced by PCA for the 
source data and the target data, 𝑅௦ ∈ ℝ௠×(௠ି௛) be the orthogonal 
complement to 𝑃௦, namely 𝑅௦ୃ 𝑃௦ = 0. Let 𝑈ଵ ∈ ℝ௛×௛, 𝑈ଶ ∈ℝ(௠ି௛)×௛ be the components of the following pair of singular 
value decomposition (SVD), 𝑃௦ୃ 𝑃௧ = 𝑈ଵ𝛤𝑉ୃ,  𝑅௦ୃ 𝑃௧ = −𝑈ଶ𝛴𝑉ୃ. (10) Γ and Σ are ℎ × ℎ diagonal matrices consisting of cos 𝜃௜ and sin 𝜃௜ for 𝑖 = 1, 2, … , ℎ, where 𝜃௜ are the principal angles 
between the 𝑖th bases of 𝑃௦ and 𝑃௧. Then, 𝐺 is defined as 𝐺 = [𝑃௦𝑈ଵ 𝑅௦𝑈ଶ] ൤𝛬ଵ 𝛬ଶ𝛬ଶ 𝛬ଷ൨ ቈ𝑈ଵୃ 𝑃௦ୃ𝑈ଶୃ 𝑅௦ୃ ቉, (11) 

where Λଵ, Λଶ and Λଷ are diagonal matrices consisting of 
diagonal elements 𝜆ଵ௜ = 1 + ୱ୧୬(ଶఏ೔)ଶఏ೔ , 𝜆ଶ௜ = ୡ୭ୱ(ଶఏ೔)ିଵଶఏ೔ , 𝜆ଷ௜ = 1 − ୱ୧୬(ଶఏ೔)ଶఏ೔ . (12) 

6) Kernel Principal Component Analysis 
Kernel-based principal component analysis (KPCA) [33] is 

the kernelized extension of PCA exploiting the kernel trick. 
Strictly speaking, KPCA was not originally developed for 
domain adaptation purpose, but has been included for 
comparison with domain adaptation methods in the literature 
[13-14, 17, 29], citing the denoising and dimension reduction 
effect of KPCA. Let 𝜙 be the mapping that maps 𝑋 to a possibly 
very high dimensional space, the kernel matrix 𝐾௑ = ൣ𝑘௜௝൧ =𝜙(𝑋)ୃ𝜙(𝑋) for 𝑋 is computed with a proper kernel function ker (∙), 𝑘௜௝ = ker൫𝑋:௜ , 𝑋:௝൯. We then center the kernel matrix 𝐾 
by computing 𝐾෩ = 𝐾 − 𝐻𝐾 − 𝐾𝐻 + 𝐻𝐾𝐻, where 𝐻 ∈ ℝ௡×௡ is the 
centering matrix with all elements equal to 1/𝑛. Next, we solve 
the eigendecomposition problem 𝜆𝑉 = 𝐾෩𝑉 for 𝑉 and 𝜆, where 𝑉 
and 𝜆 denote the eigenvectors and eigenvalues, respectively. 

Let ℎ be the desired latent subspace dimension, the projection 
matrix 𝑊 is constructed with the ℎ eigenvectors from 𝑉 
corresponding to the ℎ largest eigenvalues. The projected 
samples 𝑋ᇱ = [𝑋௦ᇱ 𝑋௧ᇱ] are computed by 𝑋ᇱ = 𝐾௑𝑊. It has proven 
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[33] that KPCA is equivalent to performing standard PCA in 
the 𝜙 space, directly manipulating which can be prohibitively 
expensive. 

Before we proceed to the next section, we briefly discuss the 
distinctions of the methods. MIDA is the only method that can 
handle multiple source domains, thanks to its domain feature 
augmentation. MIDA and TCA are closely related in that both 
try to optimize statistics in RKHS. MIDA, TCA, GFK, and 
KPCA employ kernel methods and transform the data into 
kernel representation. GFK and SA have closed-form solutions, 
which gives them advantages in speed. ITL is based on iterative 
gradient optimization and may be slower than other methods. It 
is worth pointing out that the label information 𝑌௦ is not used in 
any method, and the transfer learning is carried out on an 
unsupervised basis. 

IV. EXPERIMENTS 
In the following experiments, we first evaluate the 

effectiveness of the domain adaptation techniques in a within-
dataset leave-one-subject-out cross-validation setting. We then 
focus on the evaluation of cross-dataset domain adaptation 
performance. Both evaluations are based on an unsupervised 
transductive transfer learning scheme [11] as was used in [13-
16]. In both settings, we apply logistic regression classifier for 
classification. 

A. Within-dataset domain adaptation 
In this experiment, we evaluate the classification accuracy on 

a leave-one-subject-out cross-validation basis. Specifically, one 
subject from the dataset in question is left out as the test subject, 
and the remaining subjects are viewed as training subjects who 
contribute training data. We hypothesize that each subject 
constitutes his own domain, thus we have multiple source 
domains. MIDA is capable of handling multiple source 
domains. For other methods, we pool together all source 
domains to form a super source domain. In DEAP, one subject 
contributes 180 samples (60 samples/class). As such, the 
training set consists of 180 × 13 = 2340 samples from 13 
subjects, and the test set 180 samples from the test subject. In 
SEED, one subject contributes 2775 samples (925 
samples/class/session). The training set comprises 2775 ×14 = 38850 samples from 14 subjects and the test set 2275 
samples from the test subject. We adopt unsupervised 
transductive domain adaptation scheme to jointly project the 
training data and test data to the latent, domain-invariant 
subspace. It has to be pointed out that for SEED, due to the large 
number of training samples, it is infeasible to include all 
training samples into the domain adaptation algorithm given the 
limited computer memory [13-14]. Therefore, for SEED, we 
randomly sample 1/10 of the training data, equaling to 3885 
samples, as actual training data for the domain adaptation 
algorithms and the subsequent classifier training. We repeat the 
procedure 10 times for SEED, so that the randomly sampled 
training data covers a good range of the whole training data set. 
The classification performance is averaged over 10 runs. We 
compare the performance of several state-of-the-art domain 
adaptation techniques to each other, as well as to the baseline 

performance where no domain adaptation method is adopted. 
We also compare the domain adaptation performance on two 
established affective EEG datasets. We stress that domain 
adaptation techniques have been applied to SEED with success 
in [13-16]. However, there is little study looking into the 
performance of domain adaptation techniques on DEAP. Chai 
et al. [16] mentioned briefly without presenting results that it is 
difficult to successfully apply domain adaptation techniques on 
DEAP, and that negative transfer has been observed, where the 
classification performance is actually degraded when domain 
adaptation techniques are applied. 

As with other machine learning algorithms, domain 
adaptation algorithms require that certain hyperparameters be 
set. One such common hyperparameter is the dimension of the 
latent subspace. We find the best latent dimension ℎ by 
searching {5, 10, … , 100} for each domain adaptation 
algorithm, respectively. For other hyperparameters, we set to 
the default values recommended by their authors. Table II gives 
the details of the hyperparameters used in this experiment. 

Table III presents the classification accuracy of different 
methods on DEAP and SEED. For DEAP, the mean 
classification accuracy (std) of the baseline method is 39.05% 
(8.36). Note that the theoretical chance level for random 
guessing is 33.33 %, and the baseline accuracy is seemingly 
close to random guess. The real chance level is dependent on 
the classifier and the number of test samples [36][37]. When 
there are infinitely many samples, the real chance level 
approaches the theoretical value. For a finite number of 
samples, the chance level is computed based on repeated 
simulations of classifying samples with randomized class 
labels, as is suggested in [36][37]. We carry out the chance level 
simulation and present also in Table III the upper bound of the 
95 % confidence interval of the accuracy of simulated random 
guessing. As we can see, the baseline accuracy exceeds the 
upper bound of the chance level, which leads to the assertion 
that the baseline is significantly better than chance at a 5 % 
significance level. Nonetheless, the low absolute accuracy still 
suggests that there are substantial discrepancies between the 
sample distributions of different subjects, without handling 
which would adversely affect the classification accuracy. SA 
yields an accuracy slightly inferior to the baseline (38.73% vs. 
39.05%), suggesting that negative transfer may have happened. 
Other domain adaptation methods yield improved classification 
performance over baseline performance. MIDA sees a 9.88 % 
improvement over the baseline and is the best-performing 
method, closely followed by TCA. Though the relative 
improvement is significant (t-test, 𝑝 < 0.05), the absolute 
accuracy is still rather low. On SEED, the baseline accuracies 
are noticeably higher than that on DEAP, and much higher than 

TABLE II. DETAILS OF HYPERPARAMETERS 
Method Hyperparameters 
MIDA [17] Kernel = linear, 𝜇 = 1, ℎ = {5, 10, … , 100}
TCA [29] Kernel = linear, 𝜇 = 1, ℎ = {5, 10, … 100}
SA [30] ℎ = {5, 10, … , 100} 
ITL [31] 𝜆 = 1, ℎ = {5, 10, … , 100} 
GFK [32] ℎ = {5, 10, … , 100}  
KPCA [33] Kernel = linear, ℎ = {5, 10, … , 100}
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the upper bound of the chance level. The mean accuracy (std) 
of the baseline method on SEED is 54.73% (12.80%) on 
average over three sessions. The introduced domain adaptation 
methods can effectively enhance the mean classification 
accuracy up to 72.47% (t-test, 𝑝 < 0.05). The best-performing 
methods are MIDA and TCA. 

B. Cross-dataset domain adaptation 
So far, current works [13-16] investigating domain 

adaptation methods in EEG-based emotion recognition have 
based their studies on one dataset: SEED. In the previous 
section, we present the study of domain adaptation methods on 
SEED as well as on another established dataset DEAP, and 
focus on the comparison between different domain adaptation 
techniques on the two datasets. In this section, we present a 
preliminary study of domain adaptation methods in a cross-
dataset setting. Cross EEG dataset domain adaptation has not 
been addressed in the existing studies, and little is known about 
the performance of cross-dataset emotion classification. 
Conventionally, EEG studies have some constraints on the 
experiment settings. Notably, the training and test sessions 
adopt the same experiment paradigm, the same device or 
devices with the same technical specification. In our cross-
dataset emotion classification experiment, the training data are 
contributed by one dataset and the test data by the other dataset. 
This experiment setting simulates the use case when the 
conventional setting could not be satisfied, and that the training 
data and test data are collected under different experimental 
paradigms using different EEG devices and affective stimuli. 
We stress that such investigation has been lacking thus far, and 
that it could make great practical sense as it relaxes the 
constraints on a conventional BCI. 

We carry out six experiments to analyze the performance of 
cross-dataset emotion classification with and without using 
domain adaptation techniques: DEAP→SEED I, DEAP→SEED 
II, DEAP→SEED III, SEED I→DEAP, SEED II→DEAP, and 

SEED III→DEAP. The notation A→B denotes that dataset A 
contributes the training (source) data and dataset B contributes 
the test (target) data. SEED I, II and III denotes the data of 
session I, II and III from SEED, respectively. Since the domain 
adaptation methods require that the feature space of the source 
and target domain be the same, we use only the 32 channels in 
common between DEAP and SEED, and the DE features are 
160-dimensional for both datasets. In the first three 
experiments, DEAP contributes the source training data 
containing 180 × 14 = 2520 samples. The classification 
performance is evaluated on a per-subject basis on SEED. The 
target test data contain 2775 samples. The mean classification 
performance is the average over 15 subjects in SEED. In the last 
three experiments, SEED contributes the source training data 
amounting to 2775 × 15 = 41625 samples. The classification 
performance is evaluated on a per-subject basis on DEAP. The 
test data contain 180 samples. The mean classification 
performance is the average over 14 subjects in DEAP. Due to 
limited computer memory, it is infeasible to include all source 
domain samples into the domain adaptation algorithms [13-14]. 
Therefore, we randomly sample 1/10 of the source data, 
amounting to 4162 samples, as actual source data for the 
domain adaptation algorithms. We then repeat the experiments 
10 times and average the mean classification performance over 
10 runs. 

Table IV presents the results of the six cross-dataset 
experiments with different domain adaptation methods as well 
as with baseline method where no domain adaptation technique 
is used. As is shown in Table IV, the baseline accuracies range 
from 32.15% to 34.71%, and the values are below the upper 
bound of the 95 % confidence interval of the chance level. We 
therefore assert that the baseline performance is no significantly 
different from random guess at a 5 % significance level. It 
suggests that the technical differences between the two datasets 
may have introduced large discrepancies between the sample 
distributions of the source and target domains, besides the inter-

TABLE III. WITHIN-DATASET LEAVE-ONE-SUBJECT-OUT CROSS-VALIDATION ACCURACY, MEAN % (STD %). 

Method DEAP SEED
Session I Session II Session III Session Average

Baseline 39.05 (8.36) 57.96 (10.85) 48.79 (14.47) 57.45 (13.09) 54.73 (12.80)
MIDA [17] 48.93 (15.5) 72.31 (10.86) 69.45 (15.18) 75.64 (11.37) 72.47 (12.47)
TCA [29] 47.22 (15.59) 73.56 (8.37) 68.89 (14.43) 72.57 (11.38) 71.67 (11.3)
SA [30] 38.73 (9.39) 66.03 (7.49) 64.14 (10.47) 66.67 (10.59) 65.61 (9.52)
ITL [31] 40.56 (11.92) 65.82 (11.86) 64.00 (15.09) 69.08 (14.77) 66.30 (13.91)
GFK [32] 46.51 (13.48) 65.75 (12.06) 64.15 (12.12) 72.62 (12.87) 67.51 (12.35)
KPCA [33] 39.84 (11.37) 63.56 (11.01) 58.34 (11.51) 65.58 (9.80) 62.49 (10.77)
Acc Diff (Best) 9.88  15.6 20.66 18.19  17.74
Upp Bnd of Chn Lvl 38.85 34.58 34.65 34.60 34.61

 
TABLE IV. CROSS-DATASET LEAVE-ONE-SUBJECT-OUT CROSS-VALIDATION ACCURACY, MEAN % (STD %). 

Method DEAP→SEED I DEAP→SEED II DEAP→SEED III SEED I→DEAP SEED II→DEAP SEED III→DEAP
Baseline 34.42 (2.82) 34.71 (3.91) 33.71 (3.94) 34.57 (7.98) 32.99 (3.44) 32.51 (6.73)
MIDA [17] 43.75 (10.04) 46.68 (8.01) 47.11 (10.60) 40.34 (14.72) 39.90 (14.83) 37.46 (13.11)
TCA [29] 46.95 (11.77) 47.68 (10.12) 45.83 (11.01) 42.60 (14.69) 42.40 (14.56) 39.76 (15.15)
SA [30] 46.74 (9.47) 42.35 (8.71) 40.65 (12.37) 36.73 (10.69) 37.36 (7.90) 37.27 (10.05)
ITL [31] 42.69 (8.77) 45.19 (7.05) 44.94 (9.05) 34.50 (13.17) 34.10 (9.29) 33.62 (10.53)
GFK [32] 39.53 (4.57) 38.98 (4.76) 39.67 (6.43) 41.91 (11.33) 40.08 (11.53) 39.53 (11.31)
KPCA [33] 42.98 (12.41) 44.26 (11.49) 39.99 (11.29) 35.60 (6.97) 34.69 (4.34) 35.11 (10.05)
Acc Diff (Best) 12.53  12.97  13.40 8.03 9.41  7.25
Upp Bnd of Chn Lvl. 34.68 34.72 34.74 38.35 38.38 38.44
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subject variance. Domain adaptation methods can effectively 
improve the accuracies over the baseline performance. TCA 
and MIDA are found to be the best-performing methods in the 
cross-dataset experiment settings: we observe 7.25 % – 
13.40 % accuracy gains over the baseline performance. 

V. DISCUSSION 

A. Within-dataset domain adaptation 
We present the study on the effectiveness of domain 

adaptation methods in a within-dataset leave-one-subject-out 
cross-validation setting. In this setting, each subject is 
hypothesized to constitute a domain by himself/herself, and 
domain discrepancy exists between different subjects. Several 
domain adaptation methods have been introduced to bridge the 
discrepancy between different subjects, so as to enhance the 
classification accuracy. In our study, domain adaptation 
methods work effectively on SEED, which coincides with the 
findings of [13-16]. MIDA and TCA are found to be the more 
effective methods, gaining an improvement of up to 20.66% 
over the baseline accuracy. On DEAP, domain adaptation 
could, to a less significant extent, improve the accuracy by up 
to 9.88%. We observe that domain adaptation methods work 
less effectively on DEAP than on SEED, which partially 
coincides with [16], which briefly mention that negative 
transfer had hindered the successful application of domain 
adaptation methods on DEAP. It remains an open question as 
to what determines the effectiveness of domain adaptation 
methods on a specific dataset. Here, we try to address this 
question with some empirical evidence. Fig. 1 presents the 
sample distribution of both datasets with and without using 
domain adaptation. As we can see in Fig. 1a and Fig. 1c, 
originally, the samples distribute differently between different 
subjects—each subject forms a cluster in the space by 
himself/herself. This suggests that large discrepancies between 
different subjects exist in the original feature space. We observe 
that samples are distributed more “orderly” on SEED than on 
DEAP. For example, on SEED, positive samples tend to locate 
on the right-hand side of each cluster. However, on DEAP we 
do not observe similar rules. In fact, samples belonging to 
different classes overlap substantially in each cluster, making it 
difficult to discriminate between different classes. Fig. 1b and 
Fig. 1d show the data sample distribution after applying MIDA. 
Clearly, the discrepancies between different subjects have been 
reduced, as the clusters are closer to each other. We observe that 
samples are better aligned on SEED then on DEAP. For 
example, on SEED, negative samples from different subjects 
tend to cluster in the upper space, while positive samples from 
different subjects tend to cluster in the lower space. However, 
on DEAP, samples of different classes are not well-aligned in 
the projected space. It might suggest that samples that are more 
“orderly” distributed in its original feature space tend to be 
better aligned in the domain invariant subspace, and it might 
explain why the baseline performance on SEED is superior to 
that on DEAP, and why domain adaptation methods give better 
performance on SEED than on DEAP. 
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1) Latent dimension 
The dimension of the latent, domain-invariant subspace is 

one common hyperparameter among different domain 
adaptation methods. Fig. 2 presents the trend of mean 
classification accuracy with varying latent subspace dimension ℎ. We observe that on both datasets, the performance of ITL is 
not so sensitive to varying ℎ, but the other methods are. The 
best accuracies are obtained in a low-dimensional subspace, 
generally under 40. The optimal latent subspace dimension is 
considerably smaller than the original feature space dimension. 
It suggests that domain-invariant information may exist in a low 
dimensional manifold. Besides the benefits of domain 
invariance, a low dimensional latent space also reduces the 
burden of classifier training. Based on the finding, 10 – 30 is a 
suggested range for the latent subspace. 
2) Number of source samples 

Fig.3 presents the effect of varying number of source 
samples. On DEAP, the source dataset size varies from 100 to 
2300. SA, ITL, and KPCA are less sensitive to varying number 
of source dataset size. For TCA, MIDA, and GFK, accuracies 
could be improved with growing number of source data. MIDA 
maintains a better accuracy than other methods at above 500 
source domain samples. On SEED, the source dataset size 
varies from 100 to 3800. Similarly, accuracies are improved 
with more available source data. The accuracy flattens at above 
1000 source domain samples. From that point onwards, MIDA 
and TCA perform similarly and are superior to the other 
methods. The finding suggests that if we have sufficient source 
data, MIDA and TCA tend to outperform other methods and 
hence the preferred techniques in terms of accuracy. 
3) Computation time 

The domain adaptation methods incur extra computational 
overhead. Table V shows the computation time for each domain 
adaptation method on both datasets. All experiments are 
simulated in MATLAB R2017a on a desktop PC equipped with 
one Intel Xeon E5-2630 CPU @ 2.20 GHz, 64 GB RAM, 512 

GB SSD. On DEAP, 𝑛௦ = 2340 and 𝑛௧ = 180. On 
SEED, 𝑛௦ = 3885 and 𝑛௧ = 2775. The 
computation time is highest for ITL in both cases, 
due to its gradient-based iterative optimization. 
The two best-performing methods in terms of 
accuracy, TCA and MIDA, introduce considerable 
overheads. The major overheads of TCA, MIDA, 
and KPCA can be attributed to the 
eigendecomposition operation, which has a time 
complexity of 𝑂(ℎ𝑛ଶ) [29]. This can become 
expensive when 𝑛 grows to a large value. In 
existing studies [13-14, 17, 29, 31-32] simulated on 
averaged-specced PCs, 𝑛 has been restricted to 
under 6000. Thus, they are more suitable for offline 
processing. The computation time of SA and GFK 
are almost negligible thanks to their closed-form 
solutions. SA and GFK might be used for online 
processing, but at the cost of lower accuracy 
performance. 

B. Cross-dataset domain adaptation 
We present a preliminary study of cross-dataset 

EEG-based emotion classification task. Conventionally, EEG-
based applications have been constrained to using the same 
experiment protocol and device in the training and testing 
sessions. Clearly, it makes great practical sense if such 
constraints can be relaxed. In one scenario, for example, we 
could unite the high-quality datasets published by different 
research groups, and adapt those datasets to cater for our 
applicational need, instead of collecting and labeling new data 
from scratch. We set out to investigate the performance of 
cross-dataset emotion classification, where the two datasets are 
heterogeneous in various technical specifications, such as EEG 
devices, affective stimuli, and experiment protocol etc. We 
observe that the baseline accuracies without applying any 
domain adaptation method are performing at chance level. TCA 
and MIDA can effectively improve the classification 
performance over the baseline by 7.25 – 13.40%, suggesting 
that they could potentially reduce the technical discrepancies 
between datasets. However, though the accuracy improvements 
are significant (t-test, 𝑝 < 0.05), the absolute accuracies remain 
below that of within-dataset training and testing. Considering 
the applicational values, more future studies on this topic are 
needed. 

VI. CONCLUSION 
In this paper, we present a comparative study on domain 

adaptation techniques on two affective EEG datasets, and a 
preliminary study on cross-dataset emotion recognition. We use 
two publicly available affective EEG datasets — DEAP and 
SEED. Though successful application of domain adaptation has 

 

 
a. DEAP b. SEED I

Fig. 2. Classification accuracy with varying latent subspace dimension on (a). DEAP and 
(b). SEED. 

 
a. DEAP b. SEED I

Fig.3. Classification accuracy with varying number of source domain samples on (a). 
DEAP and (b). SEED. 

TABLE V. COMPUTATION TIME (S) OF EACH DOMAIN ADAPTATION 
METHOD ON BOTH DATASETS. 

 MIDA TCA SA ITL GFK KPCA 
DEAP 14.28 50.20 0.08 213.36 0.31 44.30 
SEED 268.18 950.61 0.51 1348.70 1.33 992.14 
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been reported on SEED, little is known about the effectiveness 
of domain adaptation on other EEG datasets. We found that 
domain adaptation methods work more effectively on SEED 
than on DEAP. It remains an open question as to what 
determines the effectiveness of transfer learning techniques. 
The “orderliness” of the samples in the original feature space 
might have an impact on the effectiveness of adaptation. 

The cross-dataset scheme simulates the use case where a 
conventional BCI paradigm cannot be satisfied. We 
demonstrate the effectiveness of MIDA and TCA in coping 
with domain discrepancy introduced by different subjects and 
the technical discrepancies with respect to the EEG devices, 
affective stimuli, experiment protocols etc. We stress that this 
is of great practical sense as it relaxes the constraint of a 
conventional BCI, but has been lacking sufficient investigation 
thus far. More future studies are needed on this topic. 
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