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Abstract

Supervised deep learning has greatly catalyzed the development of medical image processing.
However, reliable predictions require a large amount of labeled data, which is hard to attain
due to the required expensive manual efforts. Transfer learning serves as a potential solution for
mitigating the issue of data insufficiency. But up till now, most transfer learning strategies for
medical image segmentation either fine-tune only the last few layers of a network or focus on the
decoder or encoder parts as a whole. Thus, improving transfer learning strategies is of critical
importance for developing supervised deep learning, further benefits medical image processing.
In this work, we propose a novel strategy that adaptively fine-tunes the network based on policy
value. Specifically, the encoder layers are fine-tuned to extract latent feature followed by a fully
connected layer that generates policy value. The decoder is then adaptively fine-tuned according
to these policy value. The proposed approach has been applied to segment human brain tumors
in MRI. The evaluation has been performed using 769 volumes from public databases. Domain
transfer from T2 to T1, T1ce, and Flair shows state-of-the-art segmentation accuracy.
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1 Introduction

The development in the field of deep learning greatly benefits from the improvements in the network
structure[1] and the availability of massive data sets for training[2]. However, in medical imaging,
labeled data is often not available due to expensive manual cost. This challenge motivates researchers
to explore various methods that can cope with the scarcity of data in the medical domain. TL
(Transfer Learning) has demonstrated its potential to improve the training efficiency[3] by transferring
knowledge from one machine learning classifier (source domain) to another machine learning classifier
(target domain).

Previous works by He et.al[4], Bar et.al[5] and Chang et.al.[6] have demonstrated that TL knowl-
edge from non-medical domain to 2D medical imaging is applicable. However, this TL strategy is less
suitable for three-dimensional medical image problems. Although this issue is mitigated by expanding
three-dimensional images to many two-dimensional slices, missing contextual information about neigh-
boring slices in the 3D image stack may degrade the performance of the neural network, especially for
tasks like brain tumor segmentation.

In this work, we focus on the human brain tumor segmentation problem in different Magnetic
Resonance Imaging (MRI) modalities. A MRI T2 modality is chosen to be the source domain data
and MRI T1, Flair and, T1ce modalities are selected to be our target domain data. An Auto-Encoder
like architecture is preferred for segmentation task e.g. U-Net[7] and V-Net[8]. In medical segmentation
TL literature, Ghafoorian et.al[9] fine-tune the last K layers and fixes the remain layers in a pre-trained
neural network to segment Brain Lesion. Kaur et.al[10] compare three strategies which are fine-tuning
only the encoder, fine-tuning only the decoder, and fine-tuning all layers to transfer from brain lesion
segmentation to brain tumor segmentation. To transfer knowledge from natural domain to medical
domain, Amiri et.al[11] put forward two strategies that training either the encoder part progressively
or the decoder part progressively.
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All the aforementioned TL strategies are based on human cognition that which layers in the neural
network should be fine-tuned or fixed. However, such intervention is not able to generate a reliable
TL strategy. A new strategy [12] is to utilize a policy network that based on target data to determine
whether layers in the network should be fine-tuned or fixed. There are two drawbacks. The first is
doubling the number of the parameters in the whole network that, dramatically increases the parameter
size and training time while handling with three-dimension tasks. On the other hand, it cannot control
every channel at a fine-grained level while the importance of different kernels in the pre-trained network
is not the same for the target data. To improve this strategy , we propose a novel TL strategy for
a three-dimension Auto-encoder like segmentation neural network. Instead of fine-tuning or fixing all
the layers in the network, we choose to fine-tune the decoder part adaptively. The encoder part is
fine-tuned to generate latent code and policy value. To step further, Squeeze and Excitation block[13]
is utilized to acquire more information on a channel-wise level. Our contributions are as followed:
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Figure 1: Whole network structure. (a) The backbone is 3D-U-Net. (b) The latent feature output by
the encoder goes to a flatten operation and then a dense layer followed by a softmax acitvation to get
policy value. Policy value is the one-hot encode of choosing either frozen or trainable block. (c) Every
grey blocks has two branches but only one block allows data to flow. When policy value is [1,0], the
data flows to the frozen block, when policy value is [0,1], the data flows to the trainable block.

* We propose a novel strategy for TL in a segmentation task that fine-tunes the decoder part
adaptively.

* We leverage a Squeeze and Excitation (SE) block to obtain a fine-grained control for every
channel in the decoder.

* Through a series of experiments, we demonstrate that our method achieves state-of-the-are
(SOTA) while transferring knowledge from MRI T2 modality to MRI T1, Flair, and T1ce modal-
ities.

2 Methods

We already have a well trained network F on source data (X S ,Y S), our goal is to transfer the pre-
trained network F to adapt target data (X T ,Y T ). An overview of the method is introduced in section
2.1. Then, section 2.2 describes the policy value based TL strategy in detail. At last, a fine-grained
control of kernels on the channel level is shown in section 2.3
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2.1 Overview

A 3D U-Net F is first trained on the source domain. The output of lth convolution block in the decoder
part of F is:

Ol = Ol−1 ∗ Fl, (1)

We copy a new trainable block F̂l and freeze the original block Fl. To determine which block will be
used in the network, a weighted sum that obtains the new output of this block is preferred:

Ol = wOl−1 ∗ Fl + (1− w)Ol−1 ∗ F̂l, (2)

where w and 1-w are the policy value. As w is either 0 or 1, the output can be only affected by one
block. Figure 1 (a) illustrates the overall structure of our method. The overall training process can be
concluded as followed:

1. Given a target training sample, the latent code is extracted by the encoder. Afterwards, the
latent code flows to the policy branch and the decoder.

2. In fig 1(b), the policy value, listed as w and 1-w, is generated through a process where latent
feature proceeds to a flatten layer, a dense layer, and a softmax activation successively.

3. In fig 1(c), the policy value controls the switch button in the gray block. In case of policy value
is [1,0], the button turns to the frozen block. While policy value equals [0,1], the button opts to
the trainable block.

4. The weights in the encoder part are updated to extract latent features. The weights in the dense
layer are updated to assign proper policy value to the layers in the decoder part. The weights in
the decoder part are adaptively fine-tuned according to the policy value.

2.2 Policy value

The policy value is the one-hot encoding for choosing the trainable block or frozen block. More
specifically, [1,0] represents choosing a frozen block, and [0,1] means choosing a trainable block.

Guo et.al [12] utilize a side network as a feature extractor that consists of 3 Residual blocks to
extract the features from the input target data. In this work, the pre-trained encoder is applied as
a feature extractor, since it is an already well-trained extractor in an Auto-encoder like network[14].
Thus, without involving any side networks, a flatten layer-a fully connected layer-a conditional softmax
is added after the encoder. The conditional softmax equation is:

Si =
ei/T∑
jej/T

(3)

Here i represents the ith element in a vector V and Si is the softmax value for this element. In this
work, we have two elements which are choosing a frozen block, and the other one is choosing a trainable
block. T is the conditional number that equals 0.1 in this work. Original softmax can not promise a
dichotomous form. Introducing a conditional number pushes a larger value to 1 and a smaller value
to 0.

In [12], a Gumbel softmax[15] is proposed to improve the robustness of the whole network. By
involving Gumbel softmax Equation (3) becomes:

Si =
e(log i+Gi)/T∑
je(log j+Gj)/T

(4)

where G is a standard Gumbel distribution when G = − log(−log(U)) with U ∼ uniform[0,1]. G is
actually a regularizer, since it adds randomness to the training to improve its robustness. The Gumbel
softmax has the probability to swap the policy value from [1,0] to [0,1]. However, through our ablation
study, we find that using a Gumbel softmax degrades the performance of the whole network when
cooperating with fine-grained control.

3



2.3 Fine-grained control

In TL, not all kernels in Conv layers are equally important to the target task. The attention mechanism
[16] is a powerful operation in deep learning area, which assigns larger weights to the key feature and
smaller weights to the less important feature. Squeeze and Excitation (SE) block[13] is a kind of
attention mechanism on the channel level. In addition, the SE block also explores the channel-wise
relationship. Figure (2) illustrates the process of the SE block in this work. A 3D feature map
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Figure 2: SE block. L, W, H represent length, width and height of the 3D-feature map respectively,
C represents channel. Different color represents different weights, ⊗ means dot product.

L ∗W ∗ H ∗ C goes to a Squeeze and Excitation branch. Max-pooling layer catches the significant
feature in every channel. This process is termed as squeeze operation. Two dense layers followed by
a sigmoid activation explore the channel-wise relationship. This process is termed as the excitation
operation. The output of the SE block is generated by dot producting the result of Squeeze and
Excitation and original feature map.

SE block is added directly after every convolution block in the decoder section, thereby achieving
adaptive control on the layer level and a fine-grained control on the channel level.

3 Experiment

All our experiments are carried out on a server with an AMD Ryzen Threadripper 1950X 16-Core
Processor, and an NVIDIA Corporation GV100 TITAN V. We implement our code by Python 3.6,
Tensorflow 2.1. We use the same training hyper-parameter along with the whole experiment. More
specifically, our batch size is 1 due to GPU capacity limit. Our initial learning rate is 0.001, which will
be reduced to half if there is no improvement in the validation process, and we train for 150 epochs.
We utilize Dice loss as our loss function:

d = 1− 2 |X ∩ Y |
|X|+ |Y |

(5)

where d is the dice loss, X and Y are the predicted and ground truth respectively.

3.1 Data and preprocessing

In this work, Medical Segmentation Decathlon Brain Tumor MRI T2 modality is selected to be our
source data, which consists of BraTS 2016 and BraTS 2017 [17], with 484 training data. BraTS 2018
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Flair T1ce T1
Scratch 0.866 ± 0.079 0.714 ± 0.124 0.719 ± 0.149

Ft-encoder 0.873 ± 0.081 0.722± 0.156 0.756 ± 0.106
Ft-decoder 0.865 ± 0.085 0.710 ± 0.148 0.734 ± 0.089

Ft-all 0.872 ± 0.089 0.727 ± 0.135 0.761 ± 0.089
Spottune [12] 0.876 ± 0.079 0.735 ± 0.135 0.750 ± 0.091
Our method 0.884 ± 0.079 0.738 ± 0.134 0.768 ± 0.085

Table 1: The Dice score of whole tumor segmentation result for the test data under different modality
from Brats 2018 by different methods. And ’ft’ means fine-tune.

MRI Flair, T1, T1ce are chosen to be our target data[18] with 285 training data. The ratio of training,
validation, and testing is 0.6:0.2:0.2.

All data are pre-processed by N4 Bias Field correction that enhances the information in the MRI
and resized to 128*128*128 to fit 3D U-net. We focus on the whole tumor segmentation, so we set all
the labels in the ground truth to 1 and other places to 0.

3.2 Segmentation result

For a segmentation TL task, common strategies are fine-tuning encoder, fine-tuning decoder, and
fine-tuning all layers. Except for the aforementioned baselines, we also compare our method with
[12]method and training from scratch. The standard deviation and mean dice score within the data
set are recorded. The detail of the segmentation result is shown in table (1).

Our method excels all the baselines under three different MRI modalities. Apparently, TL assists
the segmentation task. Besides, we find that [12]work performs relatively poor than our work. Doubling
the parameter size tends to over-fit in TL. The parameter size for our work is 17 m and the parameter
size for [12] is 30 m.Instead, fine-tuning the encoder to obtain policy value and fine-tuning the decoder
adaptively is more suitable for segmentation task. Moreover, we have 20% time-saving and 40%
parameter-saving in training compared to the [12].

3.3 Ablation study

In this section, an ablation study has been carried out to explore the impact of the Gumbel softmax
and SE block to the segmentation result. Comparative Test has been held among the situation (1)
Without both Gumbel softmax and SE block; (2) With Gumbel softmax; (3) With SE block; (4) With
both Gumbel softmax and SE block.

Flair T1ce T1
Without G and SE 0.872 0.723 0.757
With G without SE 0.876 0.724 0.750
Without G with SE 0.884 0.738 0.768

With both G and SE 0.877 0.727 0.758

Table 2: Ablation study on Gumbel softmax and SE block, G is the abbreviation of Gumbel softmax.

It can be concluded from table (2), compared with the scenario without G and SE, dice score
is improved by incorporating with either Gumbel softmax or SE block. However, adding only SE
block outperforms adding both of them. We believe that is because Gumbel softmax is a too strong
regularizer that damages the channel-wise attention mechanism. Therefore, only the SE block is
exploited in our work.

3.4 Methods ranking

In the machine learning field, ranking methods are utilized to check if there exists a significant difference
among different methods. Ranking in statistics generates a more reliable result. Friedman test [19]
is used in this work. For each MRI modality (T1, Flair and T1ce), five data sets are constructed
of random numbers of training data. Totally, 15 data sets are selected to carry out the Friedman
test. Figure (3) illustrates the ranking result by the Friedman test. A smaller overlap between the
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Figure 3: Friedman test. The horizontal axis is the ranking result, higher ranking result means better.

two methods indicates a more significant difference between them. Statistically, TL assists in the
segmentation task, and our method outperforms the other methods.

4 Conclusion

In this work, a novel TL strategy is proposed for the segmentation task. In previous TL methods,
human interference is required to determine which layer in the network to be fine-tuned or fixed. On the
contrary, we put forward an auto policy strategy that fine-tunes the segmentation network adaptively.
Through a series of experiments, we demonstrate the feasibility of our method in the medical area. In
addition to that, it is practical in other segmentation tasks.

The link to our paper is https://ieeexplore.ieee.org/document/9434100.
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